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Abstract—This paper presents a framework for the detection of semantic features in video sequences. Low-level feature extraction is performed on the keyframes of the shots and a “feature vector” including color and texture features is formed. A region “thesaurus” that contains all the high-level features is constructed using a subtractive clustering method. Then, a “model vector” that contains the distances from each region type is formed and a SVM detector is trained for each semantic concept. Experiments were performed using TRECVID 2005 development data.
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I. INTRODUCTION

HIGH-level concept detection in video documents remains still an unsolved problem. One aspect of this is the extraction of the low-level features of a video sequence and the other is the method is used for assigning low-level descriptions to high-level concepts, a problem commonly referred to as the “Semantic Gap”. Many approaches have been proposed, all sharing the target of bridging the semantic gap, thus extracting high-level concepts from multimedia documents.

In [5], a prototype multimedia analysis and retrieval system is presented, that uses multi-modal machine learning techniques in order to model semantic concepts in video. A region-based approach in content retrieval that uses Latent Semantic Analysis (LSI) is presented in [9]. The extraction of low-level concepts is performed after the image is clustered by a mean shift algorithm thus features are selected locally in [8]. In [11], a region-based approach using MPEG-7 visual features and knowledge in the form of an ontology is presented. Moreover, in the context of TV news bulletins, a hybrid thesaurus approach is presented in [7], a lexicon-driven approach for an interactive video retrieval system is presented in [2] and a lexicon design for semantic indexing in media databases is also presented in [1].

In this work, the problem of concept detection in video is approached in the following way: Low-level features are extracted from keyframes, each representing a shot. A model vector is formed by associating these descriptions with the words of a thesaurus. Then a SVM classifier is used to detect the semantic concepts. The presented framework is depicted in figure 1.

Fig. 1. Presented Framework

II. LOW-LEVEL FEATURE EXTRACTION

Since a set of dominant colors in an image or a region of interest has the ability to efficiently capture its color properties, an approach based on the MPEG-7 Dominant Color Descriptor [6] was selected. The K-means clustering method is applied on the RGB values of a given keyframe. As opposed to the MPEG-7 Dominant Color descriptor, where the number of the extracted representative colors varies allowing a maximum of eight colors that can be extracted, a fixed number of colors is each time preselected in our approach. The MPEG-7 Homogeneous Texture Descriptor (HTD) [6] was used to capture texture properties of each region. The energy deviations of the descriptors were discarded, in order to simplify the description, preventing biasing towards the texture features.

All the low-level visual descriptions of a keyframe are normalized to avoid scale effects and merged into a unique vector. This vector will be referred to as feature vector.

III. REGION THESAURUS CONSTRUCTION

Given the entire set of the keyframes extracted from a video, it is obvious that those with similar semantic features should have similar low-level descriptions. To exploit this, clustering is performed on all the descriptions of the training set. Since we cannot have a priori knowledge for the exact number of the required classes, Subtractive Clustering [3] is the applied method on the low-level description set, since it determines the number of the clusters. Each cluster may or may not represent a high-level feature and each high-level feature may be represented by one or more clusters. For example, the concept desert can have many instances differing in i.e. the color of the sand. Moreover, in a cluster that may contain instances from the semantic entity i.e. sea, these instances could be mixed up with parts from another concept i.e. sky, if present in an image.
A thesaurus combines a list of every term in a given domain of knowledge and a set of related terms for each term in the list. In our approach, the constructed “Region Thesaurus” contains all the “Region Types” that are encountered in the training set. These region types are the centroids of the clusters and all the other members of the cluster are their synonyms. The use of the thesaurus is to facilitate the association of the low-level features of the image with the corresponding high-level concepts. Since the number of the region types can be very large, the dimensionality of the model vector may become very high. To avoid this, principal component analysis (PCA) is applied in order to reduce its dimensionality, thus facilitating the performance of the feature detectors.

IV. MODEL VECTOR KEYFRAME DESCRIPTION

After the construction of the region thesaurus, a “model vector” is formed for each keyframe. Its dimensionality is equal to the number of concepts constituting the thesaurus. The distance of a region to a region type is calculated as a linear combination of the dominant color and homogeneous texture distances respectively, as in [4].

Having calculated the distance of each region of the image to all the region types of the constructed thesaurus, the model vector that semantically describes the visual content of the image is formed by keeping the smaller distance for each high-level concept.

For each semantic concept, a support vector machine [10] is trained. Its input is the model vector and its output determines whether the concept exists or not within the keyframe.

V. EXPERIMENTAL RESULTS

For the evaluation of the presented framework, part of the development data of TRECVID 2005 was used. This set consists of approximately 65,000 keyframes, captured from TV news bulletins. The high-level features for which feature detectors were implemented are: desert, vegetation, mountain, road, sky and snow. Experiments were performed on the size of the region thesaurus, the number of dominant colors and the presence or not of both visual descriptors. Results are shown in tables I, II and III.

VI. CONCLUSION

The experimental results indicate that the selected concepts can be detected when a keyframe is represented by a model vector with the use of a visual thesaurus. Moreover, future plans include integration of the presented framework to the one of [11] and fusion of their results.